
Artificial neural networks reveal multivariate integration of 
information across different brain regions

Introduction Candidate Hubs for Multi-Category Integration

Methods

• Human visual cortex is organized into distinct category-selective
regions that respond preferentially to objects from different
categories (i.e. faces, bodies, artifacts, scenes).

• However, people often need to integrate information about multiple
kinds of objects to make inferences about the world.
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Question: How does the brain integrate the responses across multiple 
category-selective regions? 
Our hypothesis: Multi-category integration occurs within a specific set 
of anatomically localized hubs.

He likes apples!

Don’t worry! 
It’s a toy gun.

Studyforrest dataset&: 15 participants watched the movie ‘Forrest Gump’.
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selective
ROIs

Multivariate Pattern Dependence Network (MVPN)
• Capture multivariate pattern dependence0,2 between brain regions;
• Train and test with independent data;
• Take advantage of linear artificial neural networks.
Exploring hubs for multi-category integration
Integration hubs were defined as regions whose responses are better 
predicted by the response patterns across regions selective for multiple 
categories, than by the response patterns in the regions selective for 
the best-predicting category in isolation.
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Computational architectures
MVPNs were trained with a 
variety of computational 
architectures to compare the 
predictive accuracy of 
different models and to assess 
the robustness of our findings.
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Conclusion

Statistical t-maps computed 
from ∆varExpl across subjects 
using results from the 5-Layer 
Dense MVPN model.

∆varExpl = varExpl788 − varExpl:7;

• 1-Layer MVPN and 5-Layer Dense MVPN outperformed 5-Layer
MVPN without dense connections.

• 5-Layer Dense MVPN provided the best model of the statistical
dependence in all hubs with the exception for Middle Cingulate.

Representational Similarity Analysis

By contrast, RSA revealed
that the representational
geometry in the hubs is not
driven by animacy.

• We introduced MVPN, a technique that leverages a
combination of neuroimaging, multivariate connectivity, and
artificial neural networks to study how brain regions interact.

• Thanks to MVPN, we discovered a set of brain regions
(‘category-integration hubs’) that integrate information about
different kinds of objects, revealing a candidate mechanism
for multi-category integration.

• Representations in category-integration hubs are not
organized along the same dimensions as representations in
category-selective regions.

Future Directions

References

• Test with non-linear artificial neural networks to find other 
regions that could contribute to the integration between 
categories as well. 

• Integrate temporal information into the model to capture 
more complex relationships.

In category-selective regions, the
similarity between the responses
to different categories of objects
largely depends on whether they
are animate or inanimate.

***p<.001,**p<.01,*p<.05;Bonferroni-adjusted.

A set of five 
candidate hubs 
were identified 
across three 
network 
architectures.

The locus of each hub was thresholded at p < 0.05; FWE-corrected for multiple comparisons.

Do hubs inherit representational geometry from category-selective regions?


