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INTRODUCTION

Events we experience in our daily lives are composed of both simple, low-level perceptual 

features as well as more abstract, high-level ones.

ü Low level features like color are discriminated earlier in time and by earlier visual cortical regions 

than more abstract ones (Carlson et al., 2013).

ü Capitalizing on the temporal resolution of EEG, Linde-Domingo and colleagues found that 

perceptual details of the objects, i.e. whether they were photographs or line drawings, were 

discriminable earlier than conceptual ones, i.e. whether they were animate or inanimate. 

ü Interestingly, these temporal dynamics were reversed during memory retrieval such that conceptual 

episodic features were recovered prior to the perceptual ones (Linde-Domingo et al.).

It is unknown whether attention/aging affects the temporal dynamics at encoding and retrieval.

ü It is well known that normal aging is associated with slowing of visual processing and memory 

retrieval, with EEG and MEG studies showing processing delays on the order of hundred 

milliseconds (Onofrj, et al., 2001, Clarke et al., 2015) sometimes even in the absence of memory 

impairments or reduced neural activity.

ü It is an open question whether this visual processing hierarchy during encoding and reversal during 

retrieval is influenced by whether these low or high complexity features are the focus of one’s 

attention.

Current study

ü We used EEG to assess the hierarchical nature of episodic encoding and retrieval for low- and high-

level features while modulating attention demands across the adult lifespan.

There are three different potential models associated with processing perceptual features of 

different levels of complexity.

ü In the first model, low-level features, processed by earlier visual cortical areas, are encoded prior to 

and retrieved following high-level ones, regardless of whether they were attended to at encoding.

ü In the second model, the attended context feature will be encoded and retrieved earlier than the 

ignored one (and the dynamics are independent of the context features complexity).

ü In the hybrid model, both attention and features’ complexity determine the temporal dynamics.

RESULTS

ü Behavioral results

ü Evidence for the hybrid model: attention                                                                              

at encoding (whether the object had to be                                                                   

associated with the color or the scene)  

modulates the temporal dynamics of                                                                                    

context feature encoding, across age. 

ü Evidence for the hybrid model: there is a                                                                       

reversion on the temporal dynamics of                                                                             

context feature retrieval and attention at                                                                                   

encoding modulates it, across age.

ü Evidence for the hybrid model: there is a              

reversion on the temporal dynamics of 

context feature retrieval and attention at      

retrieval (whether the participant had to

initially make context memory judgement                       

for the color or the scene) modulates it, 

across age.

CONCLUSIONS

ü Our results confirmed that low-level features (i.e. color) are encoded earlier and 

retrieved later than high-level features (i.e. scene).

ü However, while the complexity of the visual feature is the dominant factor in 

determining the temporal dynamics, attention modulates these dynamics as well.

ü Encoding and retrieval dynamics and the attention modulation is preserved by age. REFERENCES
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METHOD

ü Participants: 58 subjects from 18-72.

ü EEG (32-channel) was recorded during encoding and retrieval. 

ü Time-resolved classification analyses were performed to distinguish context 

hits/misses at encoding and retrieval.

ü For each classification analysis, we selected                                                                                
power values of a specific 300ms sliding time                                                                            
interval in the time-frequency representation. 

ü Features were extracted based on common-
spatial patterns (CSP) at each frequency bands.

ü CSPs are spatial filters that maximize the                                                              
difference between the variance of the two classes.

ü Used naïve Bayesian classifier to discriminate context hits/misses.

ü Used 5-fold cross validation average accuracy to evaluate the classifier’s performance.

ü The peak moment for decoding/retrieving contexts was associated with the global 

peak of the classifier’s performance in the first 1200ms.
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effect size = 0.51 ]
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Effect size = 0.18]
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Effect size = 0.25]

[ T = 442.0, P = 0.019,
Effect size = 0.36]
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Effect size = 0.06]
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R2 = .03, F(1,50) =1.67, β = -0.18,  p = 0.2 
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R2 = .03, F(1,50) = 1.45, β = -0.17, p = 0.23 

R2
change = .10, F(1,48) = 4.76, β = .35, p = .03 

R2 = 0.24, F(1,50) = 15.8, β = -0.49, p < .001 

Item discriminability performance is stable through age

Distractor memory accuracy does not change by aging

Hyper-binding (a measure for attention 
switching frequency) increases by aging

Target memory accuracy decreases by aging


