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1. We found no supporting evidence for the enhanced encoding of the 
unheard acoustic envelope in typical auditory sensors.

2. Lip-reading improves visemic processing over occipital electrodes, 
suggesting an improvement in speech-specific - but not general - visual 
processing.

3. Future work: Isolate visual speech-specific features and examine 
their correlates to behavior (e.g., word detection).
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To measure the effect of one feature while controlling for the correlation of other 
feature, we partialled out EEG responses from each feature before modeling the other.
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C. Lip-reading resulted in a more robust cortical encoding of the 
categorical visual speech feature, but not the low-level motion feature.

A. Training improved participants’ lip-reading ability.

B. No improvement of the neural representation of the unheard speech 
envelope was observed after lip-reading improvements.

This was the case in both forward (EEG predition) modeling, when restricted to typical 
auditory (fronto-central) channels, and backward (envelope reconstruction) approaches.

novel trained
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

In
te

lli
gi

bi
lit

y 
Ra

tin
g

p=0.0059

novel trained

0

0.5

1

1.5

2

2.5

Se
ns

iti
vi

ty
 (d

’)

p=0.0076

EEG Prediction

novel trained

n.s.

0

0.025

0.05
0.025

0.02

0.015

0.01

0.005

0

-0.005

0.05

0.04

0.03

0.02

0.01

0

novel trained

difference

EEG
 Prediction Accuracy

EEG
 Prediction Accuracy

Envelope Reconstruction

Re
co

ns
tr

uc
tio

n 
Ac

cu
ra

cy
 (r

)

novel trained

n.s.

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

We mapped neural responses to the 
stimulus features using the multivariate 
Temporal Response Function Toolbox. 
With this analytical tool we could predict 
EEG responses from the stimuli (encoding 
model) or reconstruct the stimulus from 
EEG responses (decoding model).
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3. mTRF Analysis.
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2. Testing. Participants were asked 
to perform a word detection task 
while watching muted versions of the 
five videos they were trained to 
lip-read, plus 5 more randomply se-
lected from the set of 15. After each 
presentation, they were asked to 
subjectively rate its intelligibility.

PARTICIPANTS
Sixteen native English speakers (11 females, ages 19-37) were recruited from 
the University of Rochester community.

STIMULI & PROCEDURE
1. Training. Participants wer asked to watch five 1-minute long videos of a 
well-known speaker with intact sound. Videos were randomly selected from a set 
of 15 and presented 10 times each (50 presentations) in a randomized order

Neuroimaging has shown that during silent lip-reading, neural activity over the visual 
cortex encodes heirarchical visual speech signals. Visual EEG responses can be better 
predicted by using categorical speech features (i.e., visemes) in addition to low-level 
features like frame-to-frame motion (O’Sullivan et al., 2017; Hauswald et al., 2018).

Q1: Can trained lip-reading induce stronger tracking of visual speech?

2. Observing visual speech in the absence of auditory speech activates primary 
auditory cortex (Calver et al. 1997; Pekkola et al., 2005; Bourguinon et al., 2020). 
However it remains unclear what the activity reflects.

Q2: Is auditory cortical activation reflecting an ability to synthesize speech from 
visual features?


